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Where precisely am I 
located on the road? Also 
serve as a foundation for 
real-time data about the 
road environment.
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to-infrastructure (V2I) communications. On-board 

maps and associated cloud-based systems offer 

additional inputs via cellular communications.

The outputs from all the sensor blocks are used to 

produce a 3D map of the environment around the 

vehicle. The map includes curbs and lane markers, 

vehicles, pedestrians, street signs and traffic lights, 

the car’s position in a larger map of the area and 

other items that must be recognized for safe driving. 

This information is used by an “action engine,” which 

serves as the decision maker for the entire system. 

The action engine determines what the car needs 

to do and sends activation signals to the lock-step, 

dual-core MCUs controlling the car’s mechanical 

functions and messages to the driver. Other inputs 

come from sensors within the car that monitor the 

state of the driver, in case there is a need for an 

emergency override of the rest of the system.

Finally, it is important to inform the driver 

visually about what the car “understands” of its 

environment. Displays that help the driver visualize 

the car and its environment can warn about road 

conditions and play a role in gaining acceptance of 

new technology. For instance, when drivers can see 

a 3D map that the vehicle uses for its operations, 

they will become more confident about the vehicle’s 

automated control, and begin to rely on it.

Algorithms and system scaling

With its heavy reliance on cameras, radar, lidar and 

other sensors, autonomous vehicle control requires 

a great deal of high-performance processing, which 

by nature is heterogeneous. Low-level sensor 

processing, which handles massive amounts of 

input data, tends to use relatively simple repetitive 

algorithms that operate in parallel. High-level 
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Figure 1. A functional view of the data flow in an autonomous car’s sensing and control system.
credit: F. Mujica. Scalable electronics driving autonomous vehicle technologies. Technical report, Autonomous Vehicles R&D, Kilby Labs, Texas Instruments, 2014. 
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CAMERA
For now, the only sensor capable of reading traffic sign
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http://www.emgu.com/wiki/images/StopSignDetectionExample1.png

http://www.carstuff.com.tw/images/stories/LEE/
20130427/130427_mobileye_1.jpg
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• Blinding (partial, full)

• Dazzle

• Confusion / modification
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http://blog.workingsi.com
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• Fool image processing
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Nguyen, Anh, Jason Yosinski, and Jeff Clune. "Deep neural networks are easily fooled: High confidence predictions for 
unrecognizable images." Computer Vision and Pattern Recognition (CVPR), 2015 IEEE Conference on. IEEE, 2015.
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EXPERIMENT: FOOL 
CLASSIFIER

• Goal: Build security test suites for vision-based system and 
understand what an attacker can do.
• Install camera on the roadside, and drive by while showing 

random noise pictures and check if classified.
• Evaluate size of fake picture, distance to target
• Identify the type of classifier used: linear, quadratic, cubic, RBF, 

nonlinear (neural, with breadth and depth) g different 
robustness1

• Challenges: high-dimensional space, 3D image and video

7

1 Fawzi, A., Fawzi, O., & Frossard, P. (2015). Analysis of classifiers' robustness to adversarial perturbations. arXiv preprint arXiv:1502.02590.
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LIDAR
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quanergy.com
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• Jamming

• Spoofing

• Undetected objects
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EXPERIMENT: SPOOFING

• Goal: Insert fake object while in motion 

• follow-up of our BlackHat Europe paper

• check effect of number of layers, information 
received per probes (reflectivity, power, etc.), 
distance and position of attacker
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RADAR
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credit: autoalliance.org

range: 200 meters
frequency: 76-77 GHz

range: 30 meters
frequency: 24 / 68 / 
77-81 GHz

range: 20 meters
frequency: 24 / 76-77 GHz

- Bi-static
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- Continuous 
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Modulated 
Continuous-
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EXPERIMENT: SPOOFING
• Goal: Fool long-range radar to remotely affect adaptive cruise 

control 

1. Assess which frequency is in use

2. Assess range of sensors and type of antenna to use (sensitivity, 
angular resolution, power pattern, EIRP)

3. Build receiver/transmitter for the frequency

4. Send fake echo to the sensor

• Note: see “deception jamming”, Shi, Xiao-ran, et al. "Deception jamming 
method based on micro-Doppler effect for vehicle target." IET Radar, Sonar 
& Navigation (2016).

12
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ULTRASONIC SENSOR
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ULTRASONIC SENSOR
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EXPERIMENT
• Goal: Force (semi) automated vehicle to stay 

on its lane or to take evasive action 
• Spoof fake echo

• To assess: maximum distance between target and 
attacker

14

Sensors 2011, 11                            
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The controller parameters obtained by the GA have been manually adjusted for safety, to slightly 
reduce the action on the accelerator, because the mathematical model does not match the vehicle used 
for testing, for which no model was available. Several tracking tests were performed with satisfactory 
results. Figure 9 shows the result of one 80-second test. Figure 9(a) shows the distance between 
vehicles as measured by the ultrasonic system, where detection failures and false echoes caused by 
turbulences can be seen. Figure 9(b) shows the speeds of the vehicles, both starting from rest at a 
distance of about 3 m, and both ending up at rest at a distance slightly greater than 1 m. Figure 9(c) 
shows the relative speed estimated by the control system from consecutive samples of the distance, 
along with the corresponding filtered signal. Figure 9(d) shows the control signal which acts on the 
throttle when it is positive or on the brake when it is negative, along with the corresponding filtered 
signal. Initially, the controller acts at 5% on the throttle, which is not enough to initiate the movement. 
The final action is about 10% on the brake, which keeps the vehicle at rest. 

Figure 9. Results of a tracking maneuver performed with the proposed control system. 
(a) Distance measured with the ultrasonic system. (b) Vehicle speeds extracted from the 
CAN bus. (c) Relative speed unfiltered and filtered. (d) Actuating signal unfiltered  
and filtered. 

 

Fa u lt  
d e t e c t io n  

Fa ls e  
e c h o  

 

Unfiltered distance and unfiltered relative speed have been used as inputs to the control system. The 
method of estimating the relative speed makes it a very noisy signal, especially at long distances where 
measurement dispersion increases. The noise in the relative speed produces a noisy action. However, 
the speed graph shows that the speed of the rear vehicle varies smoothly, indicating that the dynamic 
behavior of the vehicle filters the actuating signal.  

At 27 s, there is a false echo following a detection failure, caused by a gust of wind. This has 
produced large positive and negative peaks in the actuating signal, although for a very short duration. 
The consequence of these peaks is a slight braking in the speed curve of the controlled vehicle. The 
braking effect of false echoes is greater than the accelerating effect of detection failures, due to the 
different dynamics of the vehicle during acceleration and braking.  

Alonso, Luciano, et al. "Ultrasonic sensors in urban traffic driving-aid systems." 
Sensors 11.1 (2011): 661-673.
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additional inputs via cellular communications.

The outputs from all the sensor blocks are used to 

produce a 3D map of the environment around the 

vehicle. The map includes curbs and lane markers, 

vehicles, pedestrians, street signs and traffic lights, 

the car’s position in a larger map of the area and 

other items that must be recognized for safe driving. 

This information is used by an “action engine,” which 

serves as the decision maker for the entire system. 

The action engine determines what the car needs 

to do and sends activation signals to the lock-step, 

dual-core MCUs controlling the car’s mechanical 

functions and messages to the driver. Other inputs 

come from sensors within the car that monitor the 

state of the driver, in case there is a need for an 

emergency override of the rest of the system.

Finally, it is important to inform the driver 

visually about what the car “understands” of its 

environment. Displays that help the driver visualize 

the car and its environment can warn about road 

conditions and play a role in gaining acceptance of 

new technology. For instance, when drivers can see 

a 3D map that the vehicle uses for its operations, 

they will become more confident about the vehicle’s 

automated control, and begin to rely on it.

Algorithms and system scaling

With its heavy reliance on cameras, radar, lidar and 

other sensors, autonomous vehicle control requires 

a great deal of high-performance processing, which 

by nature is heterogeneous. Low-level sensor 

processing, which handles massive amounts of 

input data, tends to use relatively simple repetitive 

algorithms that operate in parallel. High-level 
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Figure 1. A functional view of the data flow in an autonomous car’s sensing and control system.
credit: F. Mujica. Scalable electronics driving autonomous vehicle technologies. Technical report, Autonomous Vehicles R&D, Kilby Labs, Texas Instruments, 2014. 
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CONSEQUENCE OF ATTACKS
• Level 2/3 automation: trigger handover to driver

• Level 4/5: trigger minimal risk condition (e.g. stop 
vehicle)

• Taking over control of vehicle (insurance fraud: can 
attackers steer cars of innocent people?)

• Install Advanced Persistent Threats, PII theft
16
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Sensor Main attack Main consequence Main mitigation
LIDAR Spoofing Report fake object Redundancy
RADAR Spoofing Report fake object Redundancy

Ultrasonic 
sensor Spoofing Report fake object Redundancy

Camera Confusion Detect wrong 
object Robust neural network

Sensor 
fusion

Increase 
uncertainty

Wrong 
understandingof 

the situation
Bias estimation

GPS Spoofing Wrong driving 
decisions

Authenticated source, supersensitive 
quantum accelerometers

HD Maps Poisoning Wrong driving 
decisions Non-repudiation, auditability

ECUs escalated 
privileges

Unreliable (safety) 
system Authentication, encryption

TCU 
(SOTA)

Wrong 
software update system owned Authentication, Integrity
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COUNTERMEASURES
• Prevention: 

• Authentication (e.g. Physical Unclonable Function)
• Encryption
• Host-based security: virtualization, sandboxing
• Sensor redundancy and sensor diversity

• Detection: 
• Misbehavior detection system (profile, prediction, context-aware)
• Sensor redundancy and diversity

• Reaction: 
• Localization of attack
• Recovery (in full, graceful degradation, safe shutdown)

18
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maps and associated cloud-based systems offer 
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serves as the decision maker for the entire system. 

The action engine determines what the car needs 

to do and sends activation signals to the lock-step, 

dual-core MCUs controlling the car’s mechanical 

functions and messages to the driver. Other inputs 

come from sensors within the car that monitor the 

state of the driver, in case there is a need for an 

emergency override of the rest of the system.

Finally, it is important to inform the driver 

visually about what the car “understands” of its 

environment. Displays that help the driver visualize 

the car and its environment can warn about road 

conditions and play a role in gaining acceptance of 

new technology. For instance, when drivers can see 

a 3D map that the vehicle uses for its operations, 

they will become more confident about the vehicle’s 

automated control, and begin to rely on it.

Algorithms and system scaling

With its heavy reliance on cameras, radar, lidar and 

other sensors, autonomous vehicle control requires 

a great deal of high-performance processing, which 

by nature is heterogeneous. Low-level sensor 

processing, which handles massive amounts of 

input data, tends to use relatively simple repetitive 

algorithms that operate in parallel. High-level 

Cameras

Radars

Sensor 
Processing

Sensor 
Processing

Sensor 
Fusion

3D Scanning 
Lidars

Ultrasound
sensors

Sensor 
Processing

Sensor 
Processing

Action 
Engine

Vehicle 
Controls
- Brake/acc
- Steering
- etc.

Visualization/Display
Sub-system

Raw data Object parameters
- Time stamp
- Dimensions
- Position/velocity

3D Map Actions
- Do nothing
- Warn
- Complement
- Control

Compressed data

V2V / V2I
comm.

Sense Understand Act

GPS
IMS

“Maps”
a priori info

Driver state

Autonomous vehicle platform: a functional diagram

Figure 1. A functional view of the data flow in an autonomous car’s sensing and control system.
credit: F. Mujica. Scalable electronics driving autonomous vehicle technologies. Technical report, Autonomous Vehicles R&D, Kilby Labs, Texas Instruments, 2014. 
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